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Abstract

The capability to interactively learn from human feedback would enable robots in new social settings. For example, novice users could train service robots in new tasks naturally and interactively. Human-in-the-loop Reinforcement Learning (HRL) addresses this issue by combining human feedback and reinforcement learning (RL) techniques. State-of-the-art interactive learning techniques suffer from slow convergence, thus leading to a frustrating experience for the human. This work approaches this problem by extending the existing TAMER Framework with the possibility to enhance human feedback with two different types of counterfactual explanations. We demonstrate our extensions’ success in improving the convergence, especially in the crucial early phases of the training.

1. Introduction

Classical Machine Learning approaches like supervised learning, or reinforcement learning can solve complex tasks with sophisticated architectures, but they allow for little to no interaction possibilities with the human throughout their training. The field of Human-in-the-loop reinforcement learning (HRL) aims to integrate the human into the learning process, allowing the agent to learn directly from the human. For example, this integration of humans into the training process allows non-experts to train or modify a robots’ behavior in a natural way. The requirements for huge data sets like in supervised learning or an environmental reward signal for reinforcement learning are not needed. While the integration of humans into the learning process opens up new possibilities, they also introduce different challenges. Mainly the integration of different feedback modalities and the convergences of the algorithm are challenging. When teaching an agent, humans naturally want to enrich their feedback with explanations, and a too simplistic interface can lead to frustration on the human side, see (Krening & Feigh, 2018; Stumpf et al., 2007). In most previous work (e.g., (Knox & Stone, 2008)), humans can only give simple binary feedback or control a single dimension (e.g., (Celemin & del Solar, 2015)). Besides, human feedback is more costly than automated feedback coming from the environment or a simulator. For example, state-of-the-art reinforcement learning needs millions of episodes with billions of frames (see (Milani et al., 2020)). It is insufficient to use the same algorithms and replace the environmental reward with the human reward since it is not feasible for a human to watch the agent for weeks or months of training. In addition to the time constraint, if progress is slow, it can lead to early frustration for the human if they see no impact of his feedback in the training. Therefore, the algorithms’ speed of convergence is crucial for a positive user experience.

Throughout this work, we want to enable humans to give richer feedback through additional, optional counterfactual examples. This is motivated by recent developments in the field of “eXplainable Artificial Intelligence” (XAI) (see (Miller, 2019)), which aims at explaining black-box models and their predictions towards (novice) users. We reverse the direction of explanations: while the focus in XAI is on AI systems providing explanations of their reasoning as output, we consider how a learning agent can make use of explanations provided by the human as input. In concrete, we focus on the inclusion of counterfactuals in the HRL feedback loop to provide the user with a natural way to highlight important issues, without the need to “open the black box” (Mc Grath et al., 2018). We show that the inclusion of counterfactuals also leads to faster convergence.

2. Related Work

Human-in-the-Loop Reinforcement Learning deals with the integration of humans into the learning cycle. That means the reinforcement learning algorithm cannot depend on the environmental reward and instead has to learn with the hu-
man feedback. One of the first proposed frameworks is the TAMER framework (Knox & Stone, 2008), which we use as a basis for our work. Most of the work done in the field of Human-in-the-Loop Reinforcement Learning (or Interactive Reinforcement Learning) focuses on creating more capable and more sophisticated frameworks and models. Throughout this work, we use the common extension DeepTAMER (Warnell et al., 2018), which enables the usage of Deep Neural Nets as a function approximator. Multiple extensions of TAMER tackle the problem of combining human feedback with environmental feedback. TAMER+RL (Knox & Stone, 2010) and continuous TAMER+RL (Knox & Stone, 2012) both re-introduce the environmental reward and enable learning in setting from multiple feedback sources. A common trend is introducing reinforcement learning frameworks into TAMER: Arakawa et al. (2018) combine it with Deep-Q learning, and Vien et al. (2012) use an actor-critic setting to enable the usage in continuous-actions spaces. While all these approaches enable the usage of TAMER in additional types of environments, their basic capabilities essentially stay the same as vanilla TAMER.

In contrast to TAMER’s reward-shaping approach, the second-most common HRL approach is policy-shaping (Griffith et al., 2013). Policy-shaping uses the feedback directly as labels for the corresponding policy instead of interpreting it as a reward signal. Guan et al. (2020) integrate human explanation into the HRL by using saliency-based attention annotation combined with Deep Convolutions Networks. This method showed that the inclusion of explanations in HRL could lead to better performance. However, this method can only be applied in specific cases due to Saliency Maps and Deep Neural Nets (solving vision problems with Convolution Neural Nets). In contrast, our current proposed solution is mostly independent of the input shape and the approximator’s chosen architecture. Additionally, their work requires an environmental reward, while traditional TAMER and our extensions work purely on human feedback.

Lu et al. (2020) has shown that an integration of counterfactuals in traditional reinforcement learning (without human feedback) can be beneficial to the label efficiency. They use Structural Causal Models (SCM) to generate counterfactuals for existing data points as a data augmentation technique. While they showed that this approach could enable the usage in low-sample areas like healthcare, their reliance on model-based RL and SCM is a constraint since both approaches require additional and careful development efforts.

There has been extensive work on the generation of explanations, especially for counterfactuals. However, most of the work is centered around explaining a black box towards a human. Smith & Ramamoorthy (2020) have shown that dynamically generating counterfactuals and including them in the training process increases their image-based robotic control tasks’ robustness. They train a GAN-inspired network to generate and discriminate between real and generated images. The generator is then used on a regressor for a model predictive control task, which leads to an increase in robustness to unseen obstacles. Their work shows the impact counterfactuals can have on the quality of regressors, and the increased robustness shows promise for more dynamic tasks like reinforcement learning. Other work successfully used counterfactuals in partial observable settings to increase the learning speed, and robustness of their reinforcement learning approaches (Jin et al., 2018; Buesing et al., 2019). Foerster et al. (2018) use a counterfactual loss in a multi-agent reinforcement setting to increase their performance. Menglin et al. (2020) use counterfactual experiences to solve inefficiencies with exploration in the early stages of SARSA with counterfactuals.

The concept of counterfactuals has been included in different applications with success. With this work, we want to formulate a general method for the inclusion of counterfactuals in HRL.

3. Background and Methods

In this section, we explain the relevant background and highlight our extension of the existing method. First, we will explain TAMER, introduce counterfactuals, and investigate the convergence of TAMER from a reinforcement learning perspective. Afterwards we use this perspective as motivation to introduce counterfactuals in TAMER.

3.1. Human-in-the-Loop Reinforcement Learning

In a traditional Reinforcement Learning setting, the designer has to define an environmental reward, which the agent is trained on. Human-in-the-loop Reinforcement Learning (HRL, also sometimes referred to as “Interactive Reinforcement Learning”) instead allows the agent to learn from human feedback directly and incrementally, even in environments where no other reward signal is available. A major difference of human feedback is the potential inconsistency and sub-optimality of the human feedback. Throughout the training, humans can give feedback at various stages, but the agent cannot depend on a fixed and reliable reward (unlike with the normal environmental reward). HRL is also advantageous in very complex environments where a specification of a solid reward function is hard, since even slight miss-specifications of the reward function can lead to unexpected side-effects in real use cases (Dulac-Arnold et al., 2019).
3.2. The TAMER Framework

Our work is based on the TAMER framework, first proposed by Knox & Stone (2008). TAMER is a framework for interactive learning from human feedback without environmental rewards. A TAMER instance is given by a set of states $S$, a set of actions $A$, and a set of possible human feedbacks $R_h$. The goal is to learn a policy $\pi$ which maximizes the expected human reward $H : S \times A \rightarrow R_h$. $H$ is unknown to the agent and thus the agent has to rely on human feedback only. The human is given the opportunity to give positive or negative feedback to an observed action $a$ performed in state $s$. Like in most work, we use a $(-1, +1)$ range for the human feedback. This feedback is used to train the $H$ function to approximate human reward for action $a$ in state $s$. This learned function of the human reward is then used to greedily select actions with the highest expected human reward at each time-step, i.e., $\text{argmax}_a(H(s, a))$. TAMER does not make use of any environmental reward, methodical exploration, or longer-term planning mechanism.

We use a DeepTAMER architecture throughout this work, which approximates the $H$ function with a Deep Neural Network and is training through a simple replay buffer (see Warnell et al., 2018). We use two shared fully-connected layers with $\text{ReLU}$ activation and, for each action, a separate, fully-connected head with a $\text{tanh}$ activation. To train the network, we combine new feedback samples with old feedback from a replay buffer into a batch and perform a single update step with ADAM for each feedback batch.

3.3. Counterfactuals

Counterfactual explanations describe a causal connection between two possible events in the form: “If event B rather than A had happened, then outcome Y rather than X would have happened” (Byrne, 2019). Counterfactuals thus refer to a fact that represents the event that actually has happened and caused some outcome, and to the contrast, which would have resulted in a different outcome (the foil) (Miller, 2019). Extensive research has been performed on different methods for generating counterfactuals from trained models by finding realistic contrasts that are as close as possible to the fact but still provide a different outcome (Stepin et al., 2021).

In our work, we allow humans to state counterfactual explanations of negative feedback to an observed event $(\text{state, action})$. The counterfactuals can take the form “If $a$ had been performed in state $s'$ rather than in state $s$, then my feedback would be positive rather than negative” and “If action $a'$ had been performed $s$ rather than action $a$, then my feedback would have been positive rather than negative.”

As multiple studies show (Markman et al., 2008; Rim & Summerville, 2013), it is easier for most people to envision a world “better-off” than a world “worse-off”. Additionally, positively-directed counterfactuals are usually of higher quality (Byrne, 2019). While we could enable counterfactual feedback for every reward, we limit the possibility for counterfactual feedback to the negative reward case. This allows the agent to learn how to get from a state with bad feedback into a state with good feedback.

3.4. The convergence of Reinforcement Learning algorithms

While most Reinforcement Learning algorithms converge, their speed is a critical factor. In Interactive Learning, this convergence speed is essential since humans are asked to give feedback to the learner. This is a tedious task we naturally want to minimize. An agent which learns too slow or shows no progress can limit the motivation of the human to give further feedback (Cakmak & Thomaz, 2010). In reinforcement learning, the convergence difference between an expert policy $\pi^*$ and a sub-optimal $\pi$ can be described by the distance between the optimal distribution of visited states and the current distribution (also known as performance difference lemma due to Kakade (2004)):

$$V^{\pi^*} - V^\pi = \sum_s \pi^*(s) \sum_a (\pi^*(a | s) - \pi(a | s))Q^\pi(s, a)$$

The optimal policy, is denoted by $\pi^*$, $\pi^*(s)$ is the visited state distribution of $\pi^*$, and $\pi^*(a | s)$ the action distribution of the optimal policy. This indicates that there will always be a difference in performance, as long as there is a substantial difference in the visited states. While the original lemma was formulated for classical Q-learning, we apply the same concept to TAMER since its replacement of $Q$ with $H$ can be seen as identical in function and convergence. In a setting with a large state/action space, under a random policy $\pi$, the distribution of visited states will drastically differ from the expert distribution. This leads to a “chicken/egg” problem, where to learn quickly, an agent has to reach states similar to the states of the expert, but doing that is essentially the goal of learning.

To solve this problem, we use the previously introduced concept of counterfactuals. A positively-directed counterfactual comes directly from the expert distribution since it indicates which part of the current $(\text{state, action})$ pair should have been different. This allows the agent to reduce the difference $V^{\pi^*} - V^\pi$, which leads to faster convergence. To experimentally test this hypothesis, we introduce two different types of positively-directed counterfactuals into the TAMER framework and confirm that their inclusions lead to a faster convergence rate. Besides, we expect that counterfactuals’ impact on convergence should increase with the size of the state or action space since with increasing size, the agent has a lower chance of randomly selecting good states, but the counterfactual should still provide a “shortcut” to minimize
the difference. Besides the above-discussed human reasons for “better-off” counterfactuals, the performance difference thus offers an additional viewpoint favoring our focus on positively-directed counterfactuals.

3.5. Using counterfactuals in TAMER

To introduce positively-directed counterfactuals, we have to change the fact of our current (state, action) pair, so that the new contrast would receive a positive reward. To achieve this contrast, we modify either the state or the action of our fact. We call the modified element counterfactual state or counterfactual action. A counterfactual state provides a state where the action would be a good solution gather_feedback(s, a) = (−1, 1, s_c, a). This could be understood as “Action a would be good if you were in state s_c instead of s”.

In case of counterfactual actions, gather_feedback(s, a) = (−1, 1, s, a_c) can be described in natural language with: “In state s, action a_c would be better than action a”. Both types of counterfactuals are exemplified in Fig. 1.

Algorithm 1 TAMER with Counterfactual Feedback

Require: H function approximator; total episodes N_e; maximum number of steps per episode N_s

for e = 1 to N_e do
  for t = 1 to N_s do
    s_t ← observe state
    f_t = gather feedback (s_t−1, a_t−1)
    if (f_t < 0) & (f_t) then
      update H with ⟨f_t, s_t, a_t⟩
    end if
    update H with ⟨f_t, s_t, a_t⟩
    a_t ← H(s_t)
    perform action a_t
  end for
end for

To include these counterfactuals in TAMER, we extend the human feedback function to return an optional triple ⟨f_c, s_c, a_c⟩. This triple contains the counterfactual feedback f_c, which is in our case always 1 (since we only use positively-directed counterfactual). Either s_c and a_c contains a counterfactual version of the original input, depending on the types of counterfactual feedback introduced above. If the human feedback contains this triple, we use it as an additional update towards H, combined with the standard TAMER update ⟨f, s, a⟩. The full procedure with all steps is also described in Algorithm 1.

4. Evaluation

To evaluate the impact of counterfactuals on TAMER’s convergence, we perform a series of training runs with different conditions. The basic evaluation will focus on the performance of TAMER and the previously introduced counterfactual additions. To achieve this, we train each agent for 250 episodes with different random seeds for the environment initialization and agent initialization. Throughout the training, we evaluate the agents’ performance after an episode in 10 fixed evaluation runs. In further runs, we evaluate how our changes perform with better/worse feedback quality. To be able to test all these conditions, we use a simulated environment with synthetically generated human feedback.

We will use TAMER as the baseline throughout this evaluation, with our two proposed additions of counterfactuals states (TAMER+CFS) and counterfactual actions (TAMER+CFA). We want to show that our additions can improve the existing TAMER baseline.

4.1. Environment Setup

The evaluation is run in multiple environments (MountainCar, LunarLander, Minigrid), with different observation and action shapes. For most of the environment, we did not change any settings, except for the “Minigrid” environment (Chevalier-Boisvert et al., 2018), which we changed so that the goal position is random (instead of a static goal at the bottom-right corner.) For LunarLander and Minigrid we selected a DeepTAMER architecture, due to their more complex state/action space. For MountainCar a linear function with RBF-kernel is chosen (similar to the reference architecture in the original TAMER).

To evaluate the performance of the agent, we use an environmental reward as a measure of success in finding the goal. This reward is only used to evaluate the agent and is never seen or used in training. The agent fully learns from human feedback. In the following sections, we will refer to this reward for the evaluation of the algorithms. To track the learning progress we run after every episode an evaluation (without learning) in 10 different (fixed) seeds
of the same environment. The total reward of each run is collected and then presented as a mean. This allows us to track the convergence of an agent throughout its training. Since the convergence of reinforcement learning algorithms can be highly unstable, we perform multiple training runs per algorithm/environment with different random seeds to initialize the agent and the environments. The presented rewards are then the means (from different seeds) of the mean evaluation rewards (10 in each seed). This allows us to provide confidence intervals for the rate of convergence. In the following, all reward numbers, therefore, represent this mean of evaluation means.

In the first step, we want to evaluate the global performance of each variant and show that all approaches converge towards the respective maximum reward and that our changes lead to a faster convergence, especially in the early episodes. Afterward, we will introduce changes in the feedback frequency and the optimality of the feedback to show that the improvement with counterfactual holds under different feedback conditions.

4.2. Human-Feedback Oracle

While Interactive Learning aims to incorporate human feedback into the training loop, it can be cumbersome to collect human feedback. Especially throughout development or when comparing methods, it is costly to collect extensive human feedback at scale. This cost can hinder the development and evaluation of these algorithms since evaluations are often performed with only a few humans, leading to false interpretations due to statistical randomness. Besides, the feedback of humans can have multiple problems. It can have a bias or could be inconsistent. While handling these challenges is an ongoing research question, in this work, we focus purely on the improvements of the feedback from a learning standpoint. Therefore we use a synthetic oracle to imitate human feedback. To achieve this, we trained an agent for the oracle with proximal policy optimization (PPO, (Schulman et al., 2017)) algorithm on every environment for sufficiently many steps to solve the tasks. We then use this policy to give dynamical calculate (counterfactual) feedback for the actual learning algorithm. To transform this learned policy into an actual feedback oracle we use algorithm 2.

While the determination of the basic feedback is straightforward (compare the performed action \(a\) in state \(s\) with the preferred action \(a^\ast\)), the calculation of counterfactual feedback involves more steps. In the case of the counterfactual actions, we iterate through all possible actions for a given input \((s, a)\) and select the best actions \(a^\ast\) as counterfactual action. Since the state space is usually much larger than the action space, we randomly sample states from a replay buffer \(s^\ast\) with the constrain that action \(a\) would be considered optimal on that state. In either case the learning agent can use the original tuple \((-1, s, a)\) and the counterfactual tuple, \((+1, s, a')\) or \((+1, s', a)\), to update the model. This provides us with a perfect feedback oracle.

**Algorithm 2** Provide (counterfactual) feedback with a trained policy

**Require:** state \(s\), action \(a\), trained policy \(\pi^\ast\), feedback rate \(fr\), feedback optimality \(fo\),

if shouldProvideFeedback\((fr)\) then

if shouldProvideOptimalFeedback\((fo)\) then

preferred action = \(\pi^\ast(s)\)

else

preferred action = random action

end if

if preferred action == \(a\) then

return +1, (no counterfactuals)

else

if Counterfactual Actions then

return -1, (+1, state, preferred action)

end if

if Counterfactual Actions then

counterfactual state = sample from \(\pi^\ast\)’s replay buffer where preferred actions applies

return -1, (+1, counterfactual state, action)

end if

end if

end if

The handling of inconsistent and sub-optimal feedback is one of the major challenges in HRL. Our evaluation accounts for inconsistency and sub-optimality by introducing two hyper-parameters, “feedback frequency” and “optimality” in the oracle. With the first one, we control how often the oracle gives feedback towards the agent to archive inconsistent feedback. With the second parameter, we allow the oracle to give random feedback, which results in sub-optimal feedback. To achieve sub-optimal feedback, every time the oracle decided to give feedback, an additional draw is performed, which determines if the feedback is optional or not. In non-optimal feedback, the oracle chooses a random action (instead of evaluating with the optimal action/strategy) and bases the feedback on the randomly chosen action. (The exact implementation is shown in Algorithm 2.)

4.3. Results

As shown in Fig. 2, TAMER extended with counterfactuals leads to a faster convergence compared to the original TAMER. The main advantage is in the early stages of training, where convergence is significantly faster than for the original TAMER. In later stages of the training, the difference can shrink, and as expected, all variants (vanilla TAMER and our extensions) reach, with enough episodes,
the maximum reward plateau. The focus of our work is to enable richer feedback mechanisms, which should reduce the absolute number of feedback steps needed for solving the task.

To highlight the faster convergence, we measure the absolute performance of each variant at early episodes for each environment and show the absolute performance of each variant in Table 4.3 (first section). While both counterfactual methods converge faster than vanilla TAMER, no clear ranking between the extensions can be drawn. While in the LunarLander environment the counterfactual states clearly perform better, it is the opposite in the minigrid environment, where counterfactual actions are more favorable.

**Reduced feedback frequency.** So far, all of the evaluations were performed with perfect feedback and a perfect feedback rate, which is not necessarily a realistic assumption for HRL. We investigate our extensions’ impact on the convergence under more realistic conditions. To achieve this, we reduce the frequency in which the oracle gives feedback. This mimics one of the essential characteristics of HRL, namely that the feedback is not deterministic and can be inconsistent and sporadic (Cakmak & Thomaz, 2010). To achieve this, we change the feedback frequency of our oracle (as shown in Algorithm 2), and evaluate our extension under this changed condition.

As shown in Table 4.3 (sections 2 and 3), the results are that even with reduced feedback rates, the general pattern of an increase in convergence with the inclusion of counterfactuals is similar to the results with perfect rate. It can be noted that some environments suffer more from the reduced rate of feedback, as visible in the LunarLander environment where with a frequency of 0.5, the convergence is not that much impacted (compared to perfect feedback), but with a much lower rate of 0.1, the convergence drops drastically for the baseline and our extensions.

**Sub-optimal feedback.** Another important characteristic of human feedback is that it does not have to be optimal at every point in time. Next, we evaluate the convergence behavior for non-optimal feedback, which we can create with our synthetic oracle as shown in Algorithm 2.

The results show that our additions still work with lower optimality and outperform the baseline. Naturally, the convergence is slower with less optimal feedback since the “signal strength” is lower. It can be noted that for the minigrid environment, the results with a feedback optimality = 0.5 (and frequency = 1.0) are similar to those with a frequency of 0.5 (and optimality = 1.0). In contrast to the LunarLander, lower quality feedback reduces performance much more than a lower feedback frequency. The hardest impact of the lower optimality can be seen in the MountainCar environment, where with an optimality of 0.5 counterfactual actions fail to converge (in a reasonable number of episodes).

### 4.4. Discussion

**Faster convergence.** We extended TAMER to allow the human to give additional counterfactual feedback and evaluated our extension in various environments and conditions. As shown in the previous sections, the inclusion of counterfactuals increases the convergence in every condition, which means that the human feedback is handled more label efficient. This behavior confirms the expectation stated in section 3.4: In the early stages of training, a large difference between the agent and the expert (human) policy exists. Therefore, the introduction of a single example from the expert policy can have a large impact. In later stages of the training, when the difference shrinks, the impact of additional expert samples becomes lower. A limiting side-effect of the convergences is that the agent sees less and less counterfactual in the learning process since we only give counterfactual feedback in negative cases.

**Sub-optimal feedback.** In cases where the feedback is sub-optimal (which also makes the counterfactual feedback sub-optimal), our extension still proves to increase the rate of convergence. In some smaller studies, we noticed that with counterfactual enriched feedback, the agent can converge in LunarLander and Minigrid with extremely sub-optimal feedback (feedback optimality < 0.1). Further research could be done to actually determine acceptable lower bounds.
for the quality of the human feedback. An open question is why the extensions are much more sensitive to sub-optimal feedback in the MountainCar environment. We suggest this behavior is linked with the different architectural choices for MountainCar since a linear function approximation with RBF-kernels (like in the original paper) is used. In contrast to the DeepTAMER architecture used in LunarLander and minigrid, these changes were necessary due to the more complex state space (and no reference usage in the original paper exists).

**Counterfactual states vs. actions.** Both extensions, counterfactual actions and counterfactual states, increase the rate of convergence, and no clear preference over one or the other can be made. While the construction of counterfactual actions is technically easier, and they provide more immediate useful feedback (since the agent already knows how to reach state $s$, it can use the counterfactual action $a'$ the next time the agent reaches it), it is unclear why they do not outperform counterfactual states in the LunarLander environment. We suspect that the preference of one extension over the other could be determined from the size of the observation and action space, which could be investigated in future research. The creation of state-based counterfactuals provides more options since, in most cases, the state space is much larger than the actions space. This means that in no cases can the algorithm sample from a multitude of possible counterfactual states. Throughout this work, we only used a simplistic uniform sampling of states, but other more sophisticated sampling methods (for example, to sample state by similarity) might provide even better results. It is reasonable to assume that humans do not randomly create counterfactuals in the state space but with a more define pattern. We take it as future work to investigate how humans actually create counterfactuals in the state space.

**Realistic oracles.** With our implementation of a synthetic oracle, we took some first steps to make the synthetic oracle more realistic due to the randomness in feedback frequency and the reduced optimality of the feedback, but that is far from a perfect simulation of human feedback. While, in our opinion, this should be a focus for further studies, we believe that our reduced frequency and optimality are realistic enough to ensure that the results of our extensions will still hold in practice.

**Handling of counterfactuals.** While the results indicate that counterfactual feedback can speed up convergence, the integration of counterfactuals in the actual learning process could be further enhanced. Currently, counterfactuals are treated as additional samples without any special treatment towards other feedback samples. While this solution allows

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>MOUNTAIN CAR</th>
<th>2</th>
<th>3</th>
<th>5</th>
<th>10</th>
<th>20</th>
<th>25</th>
<th>2</th>
<th>5</th>
<th>10</th>
<th>15</th>
<th>20</th>
<th>25</th>
</tr>
</thead>
<tbody>
<tr>
<td>TAMER</td>
<td>-142 -146 -146 -149 -127 -126</td>
<td>-462 -415 -295 -96 -53</td>
<td>0.06 0.10 0.14 0.21 0.24</td>
<td>0.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TAMER + CFA</td>
<td>-147 -146 -155 -131</td>
<td>-912 -294 -108 -19</td>
<td>0.07 0.13 0.17</td>
<td>0.30</td>
<td>0.40</td>
<td>0.47</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TAMER + CFS</td>
<td>-144 -141 -135 -123 -108</td>
<td>-410 -235</td>
<td>41</td>
<td>83</td>
<td>127</td>
<td>136</td>
<td>0.10</td>
<td>0.17</td>
<td>0.29</td>
<td>0.41</td>
<td>0.52</td>
<td>0.61</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>LUNAR LANDER</th>
<th>2</th>
<th>3</th>
<th>5</th>
<th>10</th>
<th>20</th>
<th>25</th>
<th>2</th>
<th>5</th>
<th>10</th>
<th>15</th>
<th>20</th>
<th>25</th>
</tr>
</thead>
<tbody>
<tr>
<td>TAMER</td>
<td>-126 -146 -149 -140 -120</td>
<td>-480 -454 -416 -398 -312</td>
<td>0.06</td>
<td>0.10</td>
<td>0.14</td>
<td>0.21</td>
<td>0.24</td>
<td>0.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TAMER + CFA</td>
<td>-149 -146 -148 -150 -128</td>
<td>-444 -372 -217 -78</td>
<td>0.07</td>
<td>0.13</td>
<td>0.17</td>
<td>0.30</td>
<td>0.40</td>
<td>0.47</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TAMER + CFS</td>
<td>-150 -132 -130 -138</td>
<td>-429 -333 -207</td>
<td>17</td>
<td>134</td>
<td>118</td>
<td>0.08</td>
<td>0.13</td>
<td>0.21</td>
<td>0.25</td>
<td>0.30</td>
<td>0.36</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>MINIGRID</th>
<th>2</th>
<th>3</th>
<th>5</th>
<th>10</th>
<th>20</th>
<th>25</th>
<th>2</th>
<th>5</th>
<th>10</th>
<th>15</th>
<th>20</th>
<th>25</th>
</tr>
</thead>
<tbody>
<tr>
<td>TAMER</td>
<td>-183 -176 -169 -166</td>
<td>-164 -145</td>
<td>-528 -441 -456</td>
<td>395</td>
<td>-392 -411</td>
<td>0.02</td>
<td>0.04</td>
<td>0.05</td>
<td>0.06</td>
<td>0.07</td>
<td>0.10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TAMER + CFA</td>
<td>-178 -164 -171</td>
<td>-148 -142</td>
<td>-568 -470 -425</td>
<td>381</td>
<td>-372</td>
<td>395</td>
<td>0.04</td>
<td>0.04</td>
<td>0.03</td>
<td>0.08</td>
<td>0.11</td>
<td>0.15</td>
<td></td>
</tr>
<tr>
<td>TAMER + CFS</td>
<td>-164 -155</td>
<td>-150</td>
<td>-144 -135</td>
<td>-135</td>
<td>-516</td>
<td>-448</td>
<td>-415</td>
<td>-372</td>
<td>-382</td>
<td>-355</td>
<td>0.03</td>
<td>0.04</td>
<td>0.09</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>MINIGRID</th>
<th>2</th>
<th>3</th>
<th>5</th>
<th>10</th>
<th>20</th>
<th>25</th>
<th>2</th>
<th>5</th>
<th>10</th>
<th>15</th>
<th>20</th>
<th>25</th>
</tr>
</thead>
<tbody>
<tr>
<td>TAMER</td>
<td>-157 -153</td>
<td>-155 -157</td>
<td>-128</td>
<td>-110</td>
<td>-434</td>
<td>-439</td>
<td>-325</td>
<td>-124</td>
<td>-33</td>
<td>29</td>
<td>0.09</td>
<td>0.11</td>
<td>0.18</td>
</tr>
<tr>
<td>TAMER + CFA</td>
<td>-178</td>
<td>-175 -152 -132</td>
<td>-122</td>
<td>-129</td>
<td>-429</td>
<td>-317</td>
<td>-86</td>
<td>-17</td>
<td>-35</td>
<td>61</td>
<td>0.12</td>
<td>0.24</td>
<td>0.38</td>
</tr>
<tr>
<td>TAMER + CFS</td>
<td>-138</td>
<td>-138</td>
<td>-149</td>
<td>-131</td>
<td>-103</td>
<td>-106</td>
<td>-428</td>
<td>-271</td>
<td>-15</td>
<td>95</td>
<td>131</td>
<td>144</td>
<td>0.08</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>MINIGRID</th>
<th>2</th>
<th>3</th>
<th>5</th>
<th>10</th>
<th>20</th>
<th>25</th>
<th>2</th>
<th>5</th>
<th>10</th>
<th>15</th>
<th>20</th>
<th>25</th>
</tr>
</thead>
<tbody>
<tr>
<td>TAMER</td>
<td>-156</td>
<td>-147</td>
<td>-151</td>
<td>-146</td>
<td>-129</td>
<td>-111</td>
<td>-459</td>
<td>-414</td>
<td>-310</td>
<td>-216</td>
<td>-103</td>
<td>-42</td>
<td>0.04</td>
</tr>
<tr>
<td>TAMER + CFA</td>
<td>-190 -189</td>
<td>-182</td>
<td>-180</td>
<td>-179</td>
<td>-179</td>
<td>-398</td>
<td>-316</td>
<td>-138</td>
<td>-55</td>
<td>-29</td>
<td>-1</td>
<td>0.09</td>
<td>0.24</td>
</tr>
<tr>
<td>TAMER + CFS</td>
<td>-164</td>
<td>-148</td>
<td>-140</td>
<td>-131</td>
<td>-110</td>
<td>-109</td>
<td>-516</td>
<td>-304</td>
<td>-81</td>
<td>-12</td>
<td>23</td>
<td>37</td>
<td>0.11</td>
</tr>
</tbody>
</table>
for flexibility and is compatible with other modifications towards TAMER, more specialized handling of counterfactual feedback like contrasting or auxiliary losses would most likely enhance convergence. The integration of GAN-based approaches and counterfactuals (e.g., (Smith & Ramamoorthy, 2020)) could be another possibility for future research.

**Environment & architectural choices.** Throughout this work, we selected a single architecture of the H-function (for each environment) for this benchmark and refrained from a broad ablation study. The different environments required minor changes to the configuration in the network’s first or last layers, but we refrained from larger changes for the sake of simplicity. Still, the general results that the inclusion of counterfactuals can benefit convergence, especially in early phases, should be similar with different architectures. As explained in section 1, the introduction of samples from the expert distribution (as counterfactuals do) leads to faster convergence in general since the distance between the current distribution and an optimal distribution is reduced. We are confident that our findings should be transformable to even more environments and domains. However, both previous points about the architecture and the environment show the dire need for proven and reliable benchmark methods and environments in Human-in-the-loop Reinforcement Learning. This would allow a more comparable evaluation of new developments in the field.

**Conclusion**

In this work, we have shown that the inclusion of counterfactual explanations in TAMER can significantly improve the speed of convergence. Both approaches, counterfactuals based on states and counterfactuals based around actions, show these improvements. This increase is evident in the early stages of the training, where counterfactuals can lead to large differences, while in later stages, the differences slowly phase out. Moreover, we performed multiple evaluations with environments and under realistic conditions. The experiments showed that our results hold in settings with realistic parameters. Since both extensions of TAMER (counterfactual states and counterfactual actions) outperform each other in some environments, no clear preference over one or the other can be made. Future work involves better handling of counterfactuals in the training’s loop, and an empirical evaluation of real humans and their acceptance of the methods.
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